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ABSTRACT  
The paper is based on feed forward neural network (FFNN) optimization by particle swarm intelligence (PSI) 

used to provide initial weights and biases to train neural network. Once the weights and biases are found using 

Particle swarm optimization (PSO) with neural network used as training algorithm for specified epoch, the same 

are used to train the neural network for training and classification of benchmark problems. Further the approach 

is tested for offline signature classifications. A comparison is made between normal FFNN with random weights 

and biases and FFNN with particle swarm optimized weights and biases. Firstly, the performance is tested on 

two benchmark databases for neural network, The Breast Cancer Database and the Diabetic Database. Result 

shows that neural network performs better with initial weights and biases obtained by Particle Swarm 

optimization. The network converges faster with PSO obtained initial weights and biases for FFNN and 

classification accuracy is increased. 

Keywords- Particle swarm intelligence, feed forward Neural Network, Backpropagation, convergence, 

benchmark, realistic problems, prediction error, local minima, local maxima, offline, signature. 

 

I. INTRODUCTION 

In many classification applications Neural 

networks are widely used where data is non linear and 

diverse. For better result, the networks are tuned by 

adjusting various network parameters. Research 

shows that different researchers are still at work 

related to find optimum network architecture that is 

topology, layer transfer functions, initial guess to 

weights and biases, training algorithm, minimum 

gradient, epochs etc. Training neural networks for 

better accuracy is a cumbersome and tedious job. One 

cannot expect good results at the first stroke when a 

neural network is trained. And the network has to be 

trained multiple times unless expected output with 

minimum mean square error is obtained. Also a 

compromise has to be made most of the time between 

expected output and training samples.  

When the solution represents the network topological 

information but not the weight values, a network with 

a full set of weights must be used to calculate the 

training error for the cost function. This is often done 

by performing a random initialization of weights and 

by training the network using one of the most 

commonly used learning algorithms, such as 

Backpropagation. This strategy may lead to noisy 

fitness evaluation, since different weights and biases 

as starting point initializations and training 

parameters can produce different results for the same 

topology.   

Swarm intelligence [10] algorithms draw inspiration 

from the collective behavior and emergent 

intelligence that arise in socially organized 

populations. They have been designed primarily to 

address problems that cannot be tackled through 

traditional optimization algorithms. Such problems 

are characterized by discontinuities, lack of derivative 

information, noisy function values and disjoint search 

spaces [12, 14].  

The general purpose optimization method known as 

Particle Swarm Optimization (PSO) [2] is due to 

Kennedy, Eberhart and Shi and works by maintaining 

a swarm of particles that move around in the search-

space influenced by the improvements discovered by 

the other particles. The advantage of using an 

optimization method such as PSO is that it does not 

use the gradient of the problem to be optimized, so 

the method can be readily employed for a host of 

optimization problems and with other optimization 

techniques. This is especially useful when the 

gradient is too laborious or even impossible to derive. 

Particle swarm optimization (PSO) is a computational 

method that optimal solution [3, 4]. PSO optimizes a 

problem by having a population of candidate 

solutions, and moving these particles around in the 

search - space according to simple mathematical 

formulae. Each particle's movement is influenced by 

its local best known position and is also guided 

toward the best known positions in the search-space 

[9]. 

Simultaneous optimization of neural network weights 

and biases is an interesting approach for the 

generation of efficient networks. In this case, each 
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point in the search space is a fully specified neural 

network with complete weight and bias information, 

and the cost evaluation becomes more accurate. 

Wrong initial guess to weights and biases may lead to 

long learning and thus takes large amount of CPU 

time, the tendency of Backpropagation to get stuck 

and produce wrong results, chance of getting 

overstep, and difficult to consider the best 

performance since every time the output changes with 

the initial weights and biases initializes [15]. Swarm 

intelligence is a relatively new category of stochastic, 

population-based optimization algorithms. These 

algorithms are closely related to evolutionary 

algorithms that are based on procedures that imitate 

natural evolution [13].  

Many other evolutionary approaches can be seen in 

research papers to optimize Neural Networks. 

Already research shows artificial intelligence 

individually and in conjunction with other 

optimization techniques have solved many 

challenging task. This paper uses PSO as a learning 

algorithm to find initial starting weights and biases 

for FFNN and improves the classification rate for 

training and testing samples of benchmarking 

databases. Finding exact or optimum layers and 

number of neurons in the layers is again an issue, 

choice of proper neural network with optimum 

parameters is again based on trial and error. And most 

often it becomes a tedious job. For such case PSO 

with FFNN at least finds the weights and biases 

values that can help FFNN to push itself nearer the 

convergence [11] even with the wrong guess. In most 

cases, it is found that the Backpropagation tends to 

under or over a problem.   

Each individual has its own signature different from 

others but a person cannot do exactly the same 

signature every time. Signature recognition finds its 

application in the field of passport verification 

system, provides authentication to a candidates in 

public examination from their signatures, credit cards, 

bank cheques. Therefore basic need of this type of 

application is accuracy and time. A person can do the 

signatures in different forms depending upon the type 

of pen available, space available to do the signature, 

angle of signature etc. Human signature is a biometric 

measure of person's identification. Many sectors like 

banks, official documents, receipts etc. use 

handwritten signature to secure and identify 

concerned person. Each individual has his own 

signature different with others but a person cannot do 

exactly the same signature every time so it is very 

important to recognize the signature. The signature 

verification problem aims to minimize the 

intrapersonal differences. Signature recognition can 

be categorized into following two parts: online and 

offline. Online handwritten signature recognition 

deals with automatic conversion of characters which 

are written on a special digitizer, tablet PC or PDA 

where a sensor picks up the pen-tip movements as 

well as pen-up/pen-down switching. In offline 

technique only scanned images of signatures are 

available. There are many methods developed for the 

signature recognition but the neural networks (NN) 

gives good performance in handwritten character 

recognition. 

 

II. Signature Database 

In this paper, signatures from 7 different 

individuals were acquired [25]. A separate algorithm 

is developed in MATLAB which generates different 

size, different angle of signatures from one signature. 

These signatures samples are then passed through 

some morphological operations like dilation, erosion 

and some global operation in different ranges. 

1. After converting the signature into binary form, 

the height of signature was reduced by 15% and 

30% and then the signature was cropped as per 

new height. 

 
Signature samples (A) Original signature  

(B) Reduced by 15% (C) Reduced by 30% 

2. The area of the signature is defined as the 

number of black pixels. To reduce the area first 

we have to calculate black pixels of the signature 

which is done by subtracting the white pixel area 

from the total pixel area of the signature the total 

signature. The signature images are resized by 

scaling down the calculated area. For database 

creation the signature image area are reduced by 

10%, 20%, 30%.   

 
(A) Original signature (B) Reduced by 10% (C) Reduced by 20% 

(D) Reduced by 30% 

3. The morphological features like dilation and 

erosion is applied on the signature. 

 
(A) Original signature (B) Dilated signature  

 
(A) Original signature (B) 1st Erode signature (C) 2nd Erode 

signature 

4. Last operation is performed on the signature is 

rotation. The signatures are rotated within 

15
0
,30

0
,45

0
. 

 
(A) Original signature (B) 150 rotated (C) 300 rotated (D) 450 

rotated 

By applying various global and morphological 

features in combination on a signature i.e. H/W ratio, 

area, dilation/erosion, rotation, a sample database of 

192 images of a single signature is created. Overall 
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for 7 such individual signatures a database consisting 

of 1344 sample images of the signatures are created. 

Out of this database 1050 samples images are used 

for training the neural network and 294 sample 

images are used for testing the ANN techniques.  

5. Sample` Signatures 7 Specimens 

 

 
III. Proposed system 

(A) For higher accuracy the unwanted region 

was removed using cropping by finding extreme 

column and row and then the remaining part was 

resized them to some specified size [60 100]. And the 

2 dimensional data was reshaped in a single column 

vector. 

 
(A) Original Image (B) Cropped Image 

 

(B) The column vector was decomposed 

(dimension reduced) by level 8 debauchees 3 

mother wavelet.   

(C) The wavelet coefficients were the 

normalized by dividing it by maximum 

wavelet coefficient value from all samples. 

(D) The training and test data was then separated 

for training and classification. 

(E) The neural network is designed using feed 

forward back propagation algorithm. 

Following parameters are used to design the 

neural network.   

a) Numbers of Layers = 3 

b) Total number of neurons = [8 12 1] 

c) Transfer function = logsig, tansig, purelin 

d) Training phase: No. of epochs = 1000, Goal 

= 1e-8 

(F) The same parameters were used when the 

neural network was trained and used to 

classify test specimens using PSO optimized 

weights and biases. 

Parameters used for Particle Swarm 

% Particle Swarm constants 

c1=2;   % Constant 

c2=2;   % Constant 

 w=2;              %Inertia weight 

wMax=0.9;         %Max inertia weight 

wMin=0.5;         %Min inertia weight [18] 

 % Velocity retardation factor 

dt=0.8;  

Number of particles was 30. Initial values for 

local and global best were assumed to be zeros. 

The training algorithm was levenberg-marquardt 

[16]. At each iteration the inertial weight was 

updated as, 

%Update the w of PSO [8] 

w=wMin-iteration*(wMax-

wMin)/Max_iteration; 

where iteration is the current iteration and 

Max_iteration is 100. 

Velocities were updated as, 

Vnew = w*Vold + c1 * rand () * (Pbest-P) + c2 * 

rand () * (Pgbest-P); where 0 < rand () < 1 

And the particles (weights and biases) were 

updated as, 

Pnew = dt * Vnew + Pold; 

A complete toolbox was designed for neural 

network with Backpropagation with a facility to 

select the network topology, layer transfer 

functions, and epochs with MSE (mean squared 

error) as parameter. The weights and biases 

arrays were initialized at random to be the 

particles position in the search space. The 

number of iterations for the neural network with 

PSO was fixed to 100.  

 
IV. Results  

A) Breast Cancer Databases [19] 

Diagnosis of breast cancer is to classify a tumor as 

either benign or malignant based on cell descriptions 

gathered by microscopic examination. There are 9 

inputs, 2 outputs, 699 examples. All inputs are 

continuous; 65.5% of the examples are benign. This 

dataset was created based on the breast cancer 

Wisconsin problem dataset from the UCI repository 

of machine learning databases. The data was 

originally obtained from the University of Wisconsin 

Hospitals, Madison, from Dr. William H. Wolberg 

[1].  

The data for 2 (2 and 4) classes have 458 and 241 

samples corresponding to benign or malignant. 

Approximately 75% of the total sample was used for 

training and remaining 25% of the samples were used 

for testing. Further the classes target was set to 0 & 1 

instead of 2 & 4 for log sigmoid function at the output 

layer of FFNN. 

For neural network, the neurons in the hidden layer 

were selected to be 6 & 8 and in the output layer to be 

1 with transfer functions log sigmoid for all three 

layers. The network was trained for 550 samples and 

then tested for remaining 149 samples inclusive of 

both classes. 



Pratik R. Hajare Int. Journal of Engineering Research and Applications                       www.ijera.com 

ISSN : 2248-9622, Vol. 5, Issue 7, ( Part - 1) July 2015, pp.100-105 

 www.ijera.com                                                                                                                              103 | P a g e  

 
(B) Diabetic data Databases [19] 

 

Diagnose diabetes of Pima Indians. Based on personal 

data (age, number of times pregnant) and the results 

of medical examinations (e.g. blood pressure, body 

mass index, result of glucose tolerance test, etc.), try 

to decide whether a Pima Indian individual is diabetes 

positive or not. There are 8 inputs, 2 outputs, 768 

examples. All inputs are continuous. 65.1% of the 

examples are diabetes negative. Although there are no 

missing values in this dataset according to its 

documentation, there are several senseless 0 values. 

These most probably indicate missing data. Based on 

other samples the missing values were approximated 

and filled by values as per other samples. This dataset 

was created based on the Pima Indians diabetes 

problem dataset from the UCI repository of machine 

learning databases. Hence the classification rate was 

lowered but could have been increased, if data was 

complete.  

The data for 2 (0 and 1) classes have 500 and 268 

samples corresponding to positive or not. 

Approximately 75% of the total sample was used for 

training and remaining 25% of the samples were used 

for testing.  

For neural network, the neurons in the hidden layer 

were selected to be 6 & 8 and in the output layer to be 

1 with transfer functions log sigmoid, tansig and log 

sigmoid for the layers. The network was trained for 

576 samples and then tested for remaining 192 

samples inclusive of both classes. 

 
The result shows that the classification by Neural 

Network in Breast and Diabetic database with PSO 

gained weights and biases have higher classification 

rate for training samples and have improved accuracy 

with test samples than normal FFNN with random 

weights and biases. 
Parameters Benchmark Databases 

 
Breast Cancer 

data 
Diabetic data 

PSO iterations 100 100 

MSE with PSO-NN 0.029146 0.17615 

MSE with FFNN 0.00093935 0.34896 

MSE with FFNN with 

PSO weights and biases 

 

7.5965e-007 
 

0.052083 

Classification Rate with 

FFNN-training data 

19.4545 

 

20.4861 

 

Classification Rate with 
PSO-NN-training data 

80.5455 
 

82.9861 
 

Classification Rate with 

FFNN-testing data 

94.302 

 

80.7292 

 

Classification Rate with 

PSO-NN-testing data 

 
96.9091 

 

89.5238 

Network structure [6 8 1] [6 8 1] 

Transfer functions 
[logsig logsig 

logsig] 

[logsig tansig 

logsig] 
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Sr. 
No. 

Name of 

Neural 

Network 

Number 
of 

samples 

for 
testing 

Neurons 

required 
for 

training 

Number 

of 
matched 

sample 

Accuracy 

1. 
FFNN 

with BP 
294 [8 12 1] 286 98% 

2 

FFNN-

BP with 

PSO 
weights 

and 

Biases 

294 [8 12 1] 294 100% 

 

V. CONCLUSIONS & SCOPE 
For classification (Breast and Diabetic 

Databases) problems, it is clear that the classification 

is more accurate when weights and biases are priory 

obtained by PSO and then given to FNN than what is 

achieved by random initialization of weights and 

biases with normal FFNN. When applied for offline 

signature verification, the training and testing data 

was classified with better accuracy than that of 

normal FFNN with Backpropagation. Also, it was 

found that the PSO based weights and biases 

converges the system faster. Also, Backpropagation 

requires mean square value smaller comparatively for 

classification, whereas when initial weights and 

biases were given using PSO based FFNN to FFNN; 

the mean square value was higher. 

Thus PSO is an optimization tool for Neural 

Networks. Also the Network parameters and PSO 

parameters can be adjusted to find more accurate 

results. The same approach can be utilized for other 

networks for faster convergence by identifying 

constant or variable parameters, such as spread factor 

in Radial Basis networks. More specimen signatures 

can be acquired and samples can be generated based 

on blur, incompleteness, low contrast, high 

illumination, different human mood etc. 
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